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Abstract—Advances in digital microfluidic (DMF) technolo-
gies offer a promising platform for a variety of biochemical
applications, ranging from massively parallel DNA analysis and
computational drug discovery to toxicity monitoring and medical
diagnosis. In this paper, we address the migration problem that
arises when the technology undergoes a change in the context of
digital microfluidics. Given a bio-chemical reaction synthesized
for actuation on a given DMF architecture, we discuss how
the same bio-chemical reaction can be ported seamlessly to
an enhanced architecture, with possible modifications to the
architectural parameters (e.g., clock frequency, mixer size, and
mixing time) or geometric changes (e.g., change in reservoir
locations or mixer positions, inclusion of new sensors or other
physical resources). Complete resynthesis of the protocol for the
new architecture may often become either inefficient or even
infeasible due to scalability, proprietary, security, or cost issues.
We propose an adaptation method for handling such technology-
changes by modifying the existing actuation sequence through
an incremental procedure. The foundation of our method lies
in symbolic encoding and satisfiability (SAT)-solvers, enriched
with pertinent graph-theoretic and geometric techniques. This
enables us to generate functionally correct solutions for the new
target architecture without necessitating a complete resynthesis
step, thereby enabling the utilization of these chips by users
in biology who are not familiar with the on-chip synthesis tool-
flow. We highlight the benefits of the proposed approach through
extensive simulations on assay benchmarks.

Index Terms—Bioassays, digital microfluidic biochips, formal
techniques, physical design, SAT-solvers, synthesis.

I. INTRODUCTION

RECENT advances in microfluidic technologies enabled
point-of-care diagnostics [1–3], protocol evaluation [4–

7], drug discovery [8], sample preparation [9, 10], and tis-
sue engineering [11]. New-generation microfluidic technolo-
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gies allow us to carry out these complex procedures on a
tiny chip fostering the growth of the increasingly pervasive
paradigm called lab-on-a-chip (LoC) [12]. Microfluidic tech-
nologies have experienced a sustainable growth in the past two
decades [13–15]. The world market for microfluidic devices
is forecast to grow to 5.7 billion by 2018 [16] and newer
microfluidic systems are being developed continuously [5–7].
LoC devices can now be conveniently integrated to smart-
phone based platforms for data processing and communication
with applications to public health monitoring and diagnos-
tics [17].

Among several candidate technologies, digital microfluidic
biochips (DMFB) have emerged as a device of choice for low-
cost and accurate implementation of many systems biology
and biochemical procedures [1]. DMFBs offer a programmable
platform on which several biochemical assays can be per-
formed through the electrical actuation of an electrode array.
These systems, equipped with fluidic resources such as reser-
voirs, mixers, and sensors, can precisely control nano/pico-liter
volumes of droplets on a chip for implementing a reaction
flow. Given a bio-chemical assay as input, a DMFB designer
has to derive a sequence of actuations that drive the fluid
droplets on-chip such that the end objective of the reaction
is correctly attained.

In this paper, we study the impact of technology-change
on protocol realization in the context of a DMFB. While
the problem of handling technology-change (or ramp) has
been an active area of research in the classical VLSI design
paradigm [22], or in software industry, this problem has
still remained unexplored in the microfluidics community.
Given a bio-chemical reaction synthesized for execution on a
target microfluidic architecture, can we easily and efficiently
adapt the execution sequence on a modified architecture? In
the context of DMFB platform, the changes can be either
parametric (in terms of clock frequency, mixing time), or
geometric (e.g., change in reservoir locations, sensor positions,
or addition of physical resources).

In order to tackle the impact of technology-change migra-
tion for a given protocol realization in the current DMFB
scenario, the synthesis process needs to be repeated for the
enhanced architecture for every bio-protocol implemented on
the chip. However, full synthesis may not always be conve-
nient because of the following four reasons: (i) scalability
limitations, (ii) the need to protect intellectual property (IP),
(iii) security-needs, and (iv) application-specific issues. The
associated IP’s for complex bioprotocols are often protected
by the developers [23–27]. Also, the protocols and chips may
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TABLE I
IMPACT OF TECHNOLOGY-CHANGE

Parametric/geometric Changes on the new DMFB Consequence on existing implementation of bioassay
Actuation rate Increases in the enhanced DMF platform. Droplet transportation speed is increased; hence, the number of mixing cycles

may need to be adjusted to maintain homogeneous mixing; otherwise, fluidic
constraints may be violated on an enhanced DMF platform.

Electrode architecture Change in size or aspect-ratio of electrodes [18] or use of different
architectures [19, 20].

Old actuation sequence may fail to implement desired bioassay correctly.

Mixing time For the same sequencing graph, mixing time needs to be adjusted
depending on the fluidic properties of the input reagents [21].

Existing implementation may cause violation when different input fluids are used
as viscous fluids may need longer mixing time.

Reservoirs The number of on-chip reservoirs may increase and their locations
may change on an enhanced chip [15].

Incorrect fluid dispensing may result on the enhanced DMF platform.

Dimension Increases in the enhanced DMF platform. Droplet routing may become erroneous on the enhanced platform.
Other on-chip resources,
e.g., sensors

Their number, location, or type may change [15] because of
downscaling.

Droplets may be routed to incorrect destinations; erroneous outcome on the
enhanced platform.

be provided to the user by different vendors. When chips
are upgraded, the protocols are to be modified to suit the
new architecture. From a user’s perspective, the underlying
biochemical steps for an IP protocol may be unknown; the
user is provided only with the actuation sequence (a control
sequence consisting of binary words), and hence, the execution
of a resynthesis tool may not be possible. Even if the sequence
is known, because of the parametric/geometric enhancement
in the new chip, the resynthesis approach may suffer from
scalability bottlenecks as witnessed in earlier experimental
findings [28]. On the other hand, the proposed incremental
solution can re-extract the details of the protocol from an
actuation sequence and is more scalable and useable for
large assays, since we attempt to reuse the synthesis solution
produced earlier for a small-size chip. The scalability issue
also arises at the protocol-suppliers’ end. For new arrivals of
chips in the market, it may not be convenient for them to
re-run a complete and time-consuming synthesis process for
every existing bioassay and provide a patch to the user.

Both from the supplier’s and the user’s end, the security
issues have also become very important. As reported in recent
work on cyber-security [29], outside attackers may tamper
the actuation sequence for a bio-protocol and thus render its
outcome erroneous. In order to protect against such attacks,
appropriate encryption techniques need to be deployed while
producing actuation sequences. Such a scheme makes the re-
extraction of the protocol even harder from a user’s perspec-
tive, and complete resynthesis more complex from a protocol-
supplier’s perspective.

The problem of resynthesis for a protocol may also arise
when fluidic parameters change. Typically, a bioassay needs
to be repeated for different kinds of reagents for sample prepa-
ration This requires a complete resynthesis of the same sample
preparation assay with different input parameters, such as mix-
ing time. Recently, several techniques have been reported [30–
32] that exploit the variability in the droplet transportation
speed in order to reduce overall assay completion time. Also,
droplet mixing times depend on the type of fluid droplets to
be mixed [33]. In each of the application-specific cases above,
the existing actuation sequence that runs correctly on an old
DMF platform, may not emulate the bioassay correctly on the
changed platform or when the fluidic properties change.

Table I summarizes the impact of various technology
changes that may arise for the DMF technology. To handle
such changes in the current setting, the same sequencing graph

needs to pass through a complete resynthesis step [28] each
time the underlying parameters change.

This paper takes a completely different solution perspective
based on synthesis adaptation. In view of the fact that the given
bio-chemical reaction has already been synthesized once for
the older architecture, we adapt the existing actuation sequence
so as to execute it on the new architecture with suitable mod-
ifications to the operation schedule, resource binding, droplet
movement, and resource instantiations. It does not require the
user to have detailed knowledge of the biomolecular protocol,
hence it is beneficial to both designers and users. The key
contributions of this article are summarized as follows.
• The impact of technology-change on DMFBs and its

consequences on protocol realizations are discussed.
• We reuse existing synthesis decisions for migrating a

bioassay to a new architecture by instruction rescheduling
and suitable modifications of existing fluidic instructions.

• We classify different types of technology-change into two
broad categories, namely parametric and geometric.

• We use the power of SAT-solvers [34, 35] to solve the
symbolic constraints for handling parametric changes;

• Several graph-theoretic and geometric techniques are
proposed to handle geometric changes;

Finally, we describe procedures to reconstruct the modified
actuation sequence that will run correctly on the new DMFB.

The rest of the paper is organized as follows. Section
II describes background material along with related prior
work. Section III introduces the technology-change migration
problem with a motivating example. Different aspects of
technology-ramp and techniques to handle them are elaborated
in Section IV and Section V. Experimental results are reported
in Section VI. Finally, Section VII concludes the paper.

II. BACKGROUND AND RELATED PRIOR WORK

Given a chemical reaction involving a set of reagents and the
specification of the given DMFB architecture (clock speed,
area, reservoir and sensor locations), a DMFB synthesis
tool [36] typically executes a series of transformations for
implementing the input protocol description on the target ar-
chitecture. First the behavioral description of the bioassay (op-
erations and dependencies between them) is represented using
a sequencing graph [37] with appropriate design constraints
(e.g., array area, completion time, resource constraints). This
is followed by a set of synthesis steps, which include resource
binding, scheduling [33, 38], module placement [39], and
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droplet routing [40, 41]. Finally, a detailed layout of the
DMFB along with the sequence of actuation steps are gener-
ated. The problem of synthesizing a given protocol for a target
architecture satisfying various optimality issues suffers from
scalability bottlenecks [28, 37]. Heuristic methods [36, 42, 43]
can overcome the inherent scalability issues.

We present below a brief review of the SimBioSys frame-
work, which can be used for symbolic encoding of bio-assays
that we developed in [44] and use as the primary building
block in this work.

A. The SimBioSys framework
The SimBioSys [44] framework takes, as input, an assay
description of a bio-chemical protocol, the parameters of
the target DMF architecture, and an actuation sequence that
can realize the protocol on the target architecture by droplet
movement via electrode actuations. SimBioSys adopts an in-
cremental constraint-based analysis approach for checking if
the actuation sequence implements the assay correctly on the
target architecture. The input actuation sequence is a sequence
of instructions that describe the order in which the DMF
components need to be instantiated with both spatial and
temporal co-ordinates, and droplet movement. For the sake
of simplicity, we adopt a compact symbolic encoding of the
generated actuation sequence in an intermediate language. The
semantics of the instruction set is described in Table II. The
instruction set considered in Table II is designed to capture
the most common operation types in bioassay protocols.

tM2
= 4sec

M1

M2

Sample Buffer

OutputWaste

Sequencing graph
Design constraints

(Max. assay time = 25 sec.)

1 d(1, 1) d(1, 4)

2 m([1, 1]→ [2, 1])m([1, 4]→ [2, 4])

3 m([2, 1]→ [3, 1])m([2, 4]→ [3, 4])

4 mix([3, 1]↔ [3, 4], 4, 1× 4)

8 d(1, 4)
9 m([1, 4]→ [1, 3])m([3, 1]→ [4, 1])

10 m([1, 3]→ [1, 2])m([4, 1]→ [5, 1])

11 m([1, 2]→ [1, 1]) waste(5, 1)

12 m([1, 1]→ [2, 1])
13 m([2, 1]→ [3, 1])

14 mix([3, 1]↔ [3, 4], 4, 1× 4)

18 m([3, 1]→ [4, 1])m([3, 4]→ [4, 4])

19 m([4, 1]→ [5, 1])m([4, 4]→ [5, 4])

20 output(5, 4) waste(5, 1)

R(1, 1, S)R(1, 4, B)O(5, 4)W (5, 1)
dim 5 4

Synthesized output

Synthesis

Clock = 1 Hz

Target architecture

tM1
= 4sec

Fig. 1. Synthesis flow and representation of the synthesized output

Fig. 1 illustrates a sample synthesis flow with the generated
symbolic encoding of the actuation sequence as obtained as
the synthesized output. The first two lines of the symbolic
encoding of the actuation sequence define the dimension of
the biochip, and reservoir locations respectively. Each instruc-
tion line contains one or more symbolic fluidic instructions,
separated by space. The instructions occurring on the same
line are executed simultaneously. The numeric label prefixing
each instruction line stands for the start time (length of each
time unit is determined by the clock cycle time of the DMFB
controller) of the instructions on that line. We assume that
every primitive instruction, except the ‘mix’ instruction, takes
unit time (Table II). The example below shows how the
actuation sequence realizes the given bio-chemical reaction.

Example 1. The execution of the synthesized bioassay on a
target DMF platform is shown in Fig. 2 where each DMFB

TABLE II
FLUIDIC INSTRUCTIONS AND THEIR INTERPRETATIONS

Encoding Architectural description

dim(r, c) Dimension of the biochip, r rows and c columns, each
cell is addressed as (i, j), where 1 ≤ i ≤ r and
1 ≤ j ≤ c

R(r, c,Name) Reagent reservoir from which droplets can be dis-
pensed. Droplet dispensed from reagent reservoir at
(r, c) and Name denotes reagent’s name

O(r, c)/W (r, c) Output/waste reservoir, where (r, c) denotes the cell
from which a droplet can be sent to output/waste
reservoir

Instruction Fluidic operation description

d(r, c) Dispense droplet from reservoir at location (r, c)
m([r1, c1]→[r2, c2]) Transport droplet at location (r1, c1) to (r2, c2). It

moves a droplet at (r1, c1) to one of its 4-neighborsa

(N4(r1, c1)) i.e., (r2, c2) ∈ N4(r1, c1)

mix([r1, c1]↔[r2, c2],
tmix,mtype)

Mix two droplets at (r1, c1) and (r2, c2) for tmix

time steps. Initial locations are determined by the type
of mixer (mtype). At the end of the mixing operation,
two droplets are generated and stored at locations
(r1, c1) and (r2, c2) respectively

waste(r, c)/output(r, c)Dispense droplet at (r, c) to its adjacent waste/output
reservoir

a adjacent left, right, top and bottom cells

snapshot results from the execution of the fluidic instructions
shown in Fig. 1. Each time step in the synthesized output
(Fig. 1) is represented using tinit. The first two lines of the
synthesized output in Fig. 1 show the DMFB size and reser-
voir allocations respectively. The remaining lines show the
actuation sequence for each time step represented using tinit
in Fig. 2. For a compact representation, multiple snapshots
over a time interval are merged, e.g., Fig. 2(a) shows two
droplets on (3, 1) and (3, 4) that were dispensed at tinit = 1
and moved to a cell downwards at each time step tinit = 2
and tinit = 3. Fig. 2(b) shows the mixing of two droplets on
(3, 1) and (3, 4) by a 1×4 mixer during [4, 7]. Figures 2(c)-(g)
depict the execution of the remaining actuations. �

III. TECHNOLOGY-CHANGE: MOTIVATING EXAMPLES

We now introduce the problem of technology-change with an
example of a parametric enhancement. Consider the sequenc-
ing graph shown in Fig. 1 where mixers M1 and M2 are
scheduled to run for 4 seconds, i.e., tM1

= tM2
= 4 sec to

attain homogeneous mixing. The synthesis tool generates the
actuation sequence for a target DMFB of size 5 × 4 running
with a 1 Hz clock. Thus, to realize the given protocol on the
given architecture, 4 cycles will be needed for homogeneous
mixing. It is evident from Fig. 2 that the synthesized actuation
sequence implements the input sequencing graph correctly and
the bioassay execution completes in 20 seconds.

Consider now an enhanced DMF platform with a 2 Hz
clock. If we run the existing actuation sequence on the en-
hanced platform, the mixing time will be halved (2 sec.) since
with a faster clock, the actuation rate is doubled. Depending
on the fluidic properties, inhomogeneous mixing may occur
in some mixing nodes. However, droplet routing can safely be
performed at higher actuation rate [31]. In order to maintain
the homogeneity of mixing, we therefore need to double the
number of mixing cycles, i.e., 8 cycles are now necessary to
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tinit = [1, 3] tinit = [4, 7] tinit = [9, 11] tinit = [12, 13] tinit = [14, 17] tinit = [18, 20]

tstall = [1, 3] tstall = [4, 11] tstall = [13, 15] tstall = [16, 17] tstall = [18, 25] tstall = [26, 28]

tinit = 8

tstall = 12

(a) (b) (c) (d) (e) (f) (g)

Fig. 2. Execution of the synthesized bioassay on a DMF biochip

achieve homogeneous mixing on the enhanced DMF platform.
Simply increasing the mixing duration from 4 cycles to 8
does not work, since the entire actuation sequence needs to
be adjusted to incorporate the effect of the increased number
of cycles spent in the mixing stage; otherwise, the resulting
actuations may cause an incorrect implementation of the input
bioassay. The following example explains this issue.

dim 5 4
accuracy 5
R(1, 1, S)R(1, 4, B)O(5, 4)W (5, 1)

1 d(1, 1) d(1, 4)
2 m([1, 1]→ [2, 1])m([1, 4]→ [2, 4])
3 m([2, 1]→ [3, 1])m([2, 4]→ [3, 4])

8 d(1, 4)
9 m([1, 4]→ [1, 3])m([3, 1]→ [4, 1])
10 m([1, 3]→ [1, 2])m([4, 1]→ [5, 1])
11 m([1, 2]→ [1, 1]) waste(5, 1)
12 m([1, 1]→ [2, 1])
13 m([2, 1]→ [3, 1])

18 m([3, 1]→ [4, 1])m([3, 4]→ [4, 4])
19 m([4, 1]→ [5, 1])m([4, 4]→ [5, 4])
20 output(5, 4) waste(5, 1)

4 mix([3, 1]↔ [3, 4], 4 8, 1× 4)

14 mix([3, 1]↔ [3, 4], 4 8, 1× 4)

S SB B

WO OW

t = [9, 11] t = [12, 13]

Unintentional
from active mixer
moving a droplet

mixing

S B

OW

S B

OW

t = [14, 17] t = [18, 20]

from active mixer
moving a dropletImproper mixing

(b) Impact of increased mixing time
(a) Synthesized output with

increased mixing time

Fig. 3. Consequence of the scaling of mixing time in the actuation sequence
on an enhanced DMFB

Example 2. With reference to the above example, Fig. 3(a)
shows the actuation sequence after modifying the mixing
duration to 8 cycles. Fig. 3(b) illustrates how several errors
may creep in as a result of this adjustment, since the other
instructions in the actuation sequence are still unchanged. For
example, the mixer instantiated at t = 4, runs for eight steps
on the enhanced DMFB, and now finishes at t = 11. However,
at t = 9, the actuation sequence shows that a droplet will move
out from the active mixer. Thus, the mixing will in effect
be incomplete and lead to violations and finally, incorrectly
synthesized output. Many other similar errors may as well
be introduced due to this isolated adjustment of the mixing
duration, without considering its global effects. �

A. Naive corrective measure (baseline approach)
As a first solution to handle the above kind of parametric-
change without resynthesis, a simple baseline strategy could
be the insertion of stall or no-activity operations (after increas-
ing the mixing cycles) following each mix operation in the
actuation sequence such that the increased latency resulting

from the mixing operation is taken care of and no further
adjustments need to be made elsewhere. Note that in Example
2, we needed to increase only the mixing duration to ensure
homogeneous mixing but all droplet movement instructions
still remain unchanged. If we stall all instructions that are
executed after the mixing operation with the increased latency
(in this case, 8 - 4 = 4 cycles) of each mixing operation
(Mi), we can easily overcome violations resulting out of the
actuation sequences following Mi. The following example
describes this stall insertion strategy.

dim 5 4
accuracy 5
R(1, 1, S)R(1, 4, B)O(5, 4)W (5, 1)

1 d(1, 1) d(1, 4)

2 m([1, 1]→ [2, 1])m([1, 4]→ [2, 4])

3 m([2, 1]→ [3, 1])m([2, 4]→ [3, 4])

9 m([1, 4]→ [1, 3])

10 m([1, 3]→ [1, 2])

12 m([1, 2]→ [1, 1])m([3, 1]→ [4, 1])

13 m([1, 1]→ [2, 1])m([4, 1]→ [5, 1])
14 m([2, 1]→ [3, 1]) waste(5, 1)

23 m([3, 1]→ [4, 1])m([3, 4]→ [4, 4])

24 m([4, 1]→ [5, 1])m([4, 4]→ [5, 4])

25 output(5, 4) waste(5, 1)

(b) Rescheduled actuations

dim 5 4
accuracy 5
R(1, 1, S)R(1, 4, B)O(5, 4)W (5, 1)

1 d(1, 1) d(1, 4)

2 m([1, 1]→ [2, 1])m([1, 4]→ [2, 4])

3 m([2, 1]→ [3, 1])m([2, 4]→ [3, 4])

4 mix([3, 1]↔ [3, 4], 8©, 1× 4)

12 d(1, 4)
13 m([1, 4]→ [1, 3])m([3, 1]→ [4, 1])

14 m([1, 3]→ [1, 2])m([4, 1]→ [5, 1])

15 m([1, 2]→ [1, 1]) waste(5, 1)

16 m([1, 1]→ [2, 1])
17 m([2, 1]→ [3, 1])

26 m([3, 1]→ [4, 1])m([3, 4]→ [4, 4])

27 m([4, 1]→ [5, 1])m([4, 4]→ [5, 4])

28 output(5, 4) waste(5, 1)

(a) Stalled actuations

18 mix([3, 1]↔ [3, 4], 8©, 1× 4)

+4

+8

4 mix([3, 1]↔ [3, 4], 8©, 1× 4)

8 d(1, 4)

15 mix([3, 1]↔ [3, 4], 8©, 1× 4)

Instruction
reordering

Fig. 4. Actuation sequence after (a) inserting stall cycles, (b) rescheduling
fluidic operations

Example 3. In Fig. 3, the number of mixing cycles is
increased by 4 for ensuring homogeneous mixing. Hence,
the actuation steps following each mixing operation need to
be delayed by 4 cycles for preventing any incorrect fluidic
operation. Analogously, the fluidic operations following the
second mixing operation need to be delayed by an additional
4 cycles to ensure correctness of the stalled sequence on
the enhanced DMFB. Fig. 4(a) shows the modified actuation
sequence after inserting the required number of stall cycles that
take care of the increased mixing time. Additionally, Fig. 2
shows a snapshot of the modified bioassay with time steps
tstall. Note that the stall insertion strategy successfully takes
care of the increased latency and does not have any error due to
the increased mixing time. The bioassay finishes in 28 cycles,
i.e, after 14 seconds on a 2 Hz clock. �

B. Instruction reordering
A naive (baseline) approach may delay the overall assay
completion time significantly. In this paper, we propose a
more efficient solution based on instruction reordering. The
main motivation behind the reordering strategy is to utilize the



0278-0070 (c) 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TCAD.2016.2585622, IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems

5

idle cycles present in different paths of the sequencing graph
without compromising the correctness of fluidic operations
as used during the code generation phase of compilers [45].
Fig. 4(b) shows a possible reordering of the fluidic instructions
of the same assay, which finishes in 25 cycles (12.5 seconds)
on the enhanced DMFB without any constraint violations.

Technology-enhancement in digital microfluidics may in-
clude a change in performance parameters (such as actuation
rate, dispense time, detection time), or geometric parame-
ters (such as grid size, sensors locations, reservoir num-
bers/locations, addition of resources), or both. We begin by
presenting our instruction reordering method used for handling
parametric-changes in Section IV and then in Section V we
discuss various techniques for handling geometric-changes.

IV. HANDLING PARAMETRIC CHANGES

The main idea behind the implementation of parametric-
changes is to reschedule the existing fluidic instructions so
that the new sequence implements the existing assay on
the new chip correctly. We use the current placement and
routing decisions to help the scheduler generate a more precise
schedule compared to the baseline approach of using a stalled
schedule. To this effect, we design a specialized instruction
reordering/scheduling technique that can schedule the fluidic
instructions by reusing the existing placement and routing
decisions depending on the modified assay parameters (mixing
time, detection time) on the new platform. Note that optimal
instruction reordering is computationally hard [46] because of
the large search space. We model the instruction reordering
and re-scheduling problem as an instance of the Boolean
satisfiability and harness the power of modern SAT-solvers
to solve this without violating any fluidic constraints.

A. Overview of the solution process

Extract routing and

placement detailssequencing graph
Input

assay parameters
(#mixing cycles)

Compute new

&
Estimate

assay time T

Generate SAT
clauses for T

?
Satisfiable

Generate fluidic

SAT assignment

Increase TN

Y

Existing actuation
sequence

for enhanced DMFB

Actuation sequence

instructions from

e.g., clock = 1 Hz

Existing DMFB

e.g., clock = 2 Hz

Enhanced DMFB

Fig. 5. The proposed parametric enhancement technique

Fig. 5 summarizes the overall methodology. We start with
the existing actuation sequence, architectural description and
input sequencing graph and extract the placement and routing
information obtained from the first synthesis step, as obtained
for the previous architecture. Additionally, we compute the
modified mixing/detection times of the operations in the
input sequencing graph depending on the fluidic properties,
actuation rate and sensing time of the enhanced DMFB plat-
form. More specifically, given an assay execution time T , we

generate a symbolic formula to check whether there exists a
valid schedule that finishes the bioassay on the new chip in
T time steps. We pass on the symbolic encoding to a SAT-
solver [34, 35] and if it answers in the affirmative, which
indicates a valid solution exists, we can generate the new
actuation sequence from the satisfying assignment. If the SAT-
solver answers in the negative, it implies that no valid schedule
exists for T since some constraint is violated when the existing
actuation is ported with the new parameters. We increase T
by 1, with the relevant changes in the symbolic encoding and
check for satisfiability again. This process continues till we
get a valid solution when the SAT-solver terminates with an
affirmative answer. The lower bound of T can be set as the
length of the critical path in the input sequencing graph after
modifying the performance parameters (mixing time, detection
time) of each node. Moreover, we also have an upper bound
on the assay execution time on the new platform, which can
be obtained based on the naive stall insertion strategy.

B. Modeling formalism
We define a set of Boolean variables to indicate the existence
of a droplet/mixer on cell (x, y) at any time t ∈ [1, T ]. Just
using occupancy indicators for each cell is not enough, since
we further need to distinguish between individual droplets and
mixers on a particular cell and therefore, we assign a unique
identifier (id) to each of them.

(a) Input sequencing graph

tM1
= 4sec

tM2
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1 2
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S B

O
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W W O

1 2 4350
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Routing
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5 451

(d) Instantiation of
mixer-51 with

droplets id 4 and 5

Fig. 6. Assignment of id with each droplet and mixer

Example 4. Fig. 6(a) shows the id associated with each
droplet and mixer in the sequencing graph. Additionally,
Figs. 6(b)-(c) show the routing path of droplets with ids
1, 2, 3, 4 and the instantiation of a 1 × 4 mixer with id = 50
which takes in droplets with id = 1 and id = 2 as inputs and
generates two droplets with id = 3 and id = 4. �

Modeling Notation: We denote the set of all droplet and
mixer identifiers as IDdroplet and IDmixer respectively. The
routing path for a droplet i ∈ IDdroplet is denoted as Pi,
and is simply a sequence of cell numbers through which the
droplet is transported during the execution of the bio-assay.
For simplicity of illustration, we consider only two types of
mixers in this discussion, namely, 1×4 and 4×1 mixers1. We
denote each mixer i ∈ IDmixer as Mi = {(x1, y1), (x2, y2)},
where mixer i takes its input droplets from locations (x1, y1)
and (x2, y2) and produces two droplets after mixing which
reside on the same locations. Also, for any valid cell (x, y)
on the DMFB plane, let ID(x, y) denote the set of all droplet

1A 1× 4 (4× 1) mixer is a linear array mixer that uses four horizontally
(vertically) adjacent cells for mixing two droplets.
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ids that appear on the cell (x, y) during the execution of the
bioassay. The example below illustrates the notation.

Example 5. Consider the sequencing graph shown in
Fig. 6(a) where a unique id is assigned to each droplet
and mixer. In this case, IDdroplet = {1, 2, 3, . . . , 7} and
IDmixer = {50, 51}. The routing paths for droplets with
ids 1, 2, 3, 5 are shown in Fig. 6(b)-(d) and a 1 × 4 mixer
with id = 50 is shown in Fig. 6(b) that uses four cells
(3, 1), (3, 2), (3, 3), and (3, 4). As per our notation, M50 =
{(3, 1), (3, 4)}. The routing paths of the droplet with id = 1
and id = 5 are P1 = {(1, 1), (2, 1), (3, 1)} and P5 =
{(1, 4), (1, 3), (1, 2), (1, 1), (2, 1), (3, 1)} respectively. As an
example of the cell to droplet association set as defined above,
the set of droplet ids that can appear on the cell (1, 1) during
execution of the bioassay is ID(1, 1) = {1, 5}. �

We define Boolean variables of the form cti(x, y) for indicat-
ing the presence of droplet i ∈ IDdroplet / mixer i ∈ IDmixer

on location (x, y) at t.

cti(x, y) =

{
1 droplet or mixer i is present on (x, y) at t
0 otherwise

We assume the bioassay completion time is T . For each droplet
i ∈ IDdroplet with its routing path Pi, we define a set of
Boolean variables cti(x, y), where (x, y) ∈ Pi and 1 ≤ t ≤ T .
Similarly, for each mixer Mi, i ∈ IDmixer with the positions
of its two input/output droplets, a set of Boolean variables
cti(x, y), where (x, y) ∈Mi and 1 ≤ t ≤ T , are defined.

Example 6. Consider Example 5. The Boolean variables for
droplet id = 1 are ct1(1, 1), c

t
1(2, 1), c

t
1(3, 1) where 1 ≤ t ≤ T

capturing its routing path. For the mixer with id = 50, the
variables are ct50(3, 1) and ct50(3, 4) where 1 ≤ t ≤ T . �

Modeling for checking constraint violations: There are
a set of correctness conditions that need to guarantee that
the solution returned by the SAT-solver (DMFB snapshot) is
consistent, i.e., free from any violation of design rules [44].
We present a brief discussion of the modeling for each such
correctness criteria below.

To ensure correct fluidic operation, we need to first guaran-
tee that at most one droplet can appear on a particular location
at any time instant t. The set of all locations where a droplet
can appear during the execution of the bioassay is denoted
by ∪i∈IDdroplet

Pi. For each droplet i ∈ IDdroplet, we need
to ensure that at most one droplet can appear on a location
(x, y) ∈ ∪i∈IDdroplet

Pi at any time instant t throughout assay
execution (expressed as 1 ≤ t ≤ T ). Therefore, the required
consistency condition can be encoded as:

∀i ∈ IDdroplet,∀(x, y) ∈ Pi

cti(x, y) =⇒
∑

j∈ID(x,y)\{i}

ctj(x, y) = 0, 1 ≤ t ≤ T (1)

Moreover, we need to make sure that each droplet i appears on
at most one cell for a particular time instant t. We also need
to express the constraint that each droplet i can appear on at
most one cell at time t on its routing path Pi throughout assay

execution. The following constraint captures this requirement
for all droplets.∑

(x,y)∈Pi

cti(x, y) ≤ 1, 1 ≤ t ≤ T ;∀i ∈ IDdroplet (2)

The consistency conditions for droplets in active mixers can
be modeled in a similar manner.

Fluidic constraint modeling: To ensure unintentional mix-
ing of droplets, we define a set of Boolean clauses which
express the fact that when a droplet i ∈ IDdroplet is present on
a location (x, y), no other droplet should appear in any of its
8-neighborhood cells N8(x, y) all through assay execution on
the routing path of each droplet. This is expressed as follows:

∀i ∈ IDdroplet,∀(x, y) ∈ Pi

cti(x, y) =⇒
∑

(x′,y′)∈
N8(x,y)

∑
j∈

ID(x′,y′)

ctj(x
′, y′) = 0, 1 ≤ t ≤ T (3)

Fluidic constraints
for a 1× 4 mixer

Fluidic constraints
for a droplet

Fig. 7. Fluidic constraints on an active mixer

For simplicity, we have considered only 1 × 4 and 4 × 1
mixer. Fig. 7 pictorially marks the neighborhood box for
fluidic constraints for a 1 × 4 mixer along with the fluidic
constraints on its two input/output droplets. Such constraints
can be expressed as:

∀i ∈ IDmixer,∀(x, y) ∈Mi

cti(x, y) =⇒
∑

(x′,y′)∈
N8(x,y)

∑
j∈

ID(x′,y′)

ctj(x
′, y′) = 0, 1 ≤ t ≤ T (4)

Modeling droplet movement: We now address the issue of
modeling the movement of droplet i ∈ IDdroplet along the
routing paths Pi. Let us assume that the length of |Pi| as k
and, Pi = {(xi

1, y
i
1), (x

i
2, y

i
2), . . . , (x

i
k, y

i
k)}. When a droplet

i is created on a cell (xi
j , y

i
j), it is either dispensed from a

reservoir or generated from a mixer. We model this condition
using the following set of clauses. If a droplet is dispensed
from a reservoir, it must not have been present at that location
beforehand. Hence,

cti(x
i
1, y

i
1) =⇒

t−1∑
t′=1

ct
′

i (x
i
1, y

i
1) = 0, 2 ≤ t ≤ T (5)

Moreover, if a droplet i was generated as a result of the mix
operation Mm then,

cti(x
i
1, y

i
1) ∧ ¬ct−1i (xi

1, y
i
1) =⇒ ∧(x,y)∈Mm

ct−1m (x, y)

2 ≤ t ≤ T (6)

In order to ensure that each droplet i follows its routing path
Pi, we define the following set of clauses. If at any time t ∈
[2, T ], a droplet i appears on cell (xi

j , y
i
j), where 2 ≤ j ≤ k,

then at t−1, the droplet i must be either in the same location
(xi

j , y
i
j) or it was moved to (xi

j , y
i
j) from its neighborhood

location on its routing path Pi. For each droplet i ∈ IDdroplet
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with its routing path Pi, we model this as follows:
For j = 2, . . . , k − 1

cti(x
i
j , y

i
j) =⇒ ct−1i (xi

j−1, y
i
j−1) ∨ ct−1i (xi

j , y
i
j)

∨ ct−1i (xi
j+1, y

i
j+1), 2 ≤ t ≤ T (7)

and for j = k,

cti(x
i
j , y

i
j) =⇒ ct−1i (xi

j−1, y
i
j−1)∨ct−1i (xi

j , y
i
j)

2 ≤ t ≤ T (8)

The first condition takes care of the fact that it was either
at the same location or came from any of its neighborhood
for any internal cell, while the following condition expresses
the requirement for a boundary location. Additionally, when
a droplet i reaches its destination, it either waits for mixer
instantiation or is dispensed to an output/waste reservoir.

When a droplet i is used as an input to a mixer Mm =
{(xi

k, y
i
k), (x

j
l , y

j
l )}, which mixes droplets i and j, droplet i

needs to wait at (xi
k, y

i
k) until droplet j reaches at (xj

l , y
j
l ).

For 2 ≤ t ≤ T , this can be modeled as

ct−1i (xi
k, y

i
k) ∧ ¬cti(xi

k, y
i
k) =⇒ ct−1j (xj

l , y
j
l ) (9)

Note that if droplets i and j are transported to (xi
k, y

i
k) and

(xj
l , y

j
l ) at time t − 1 respectively, mixer Mm is instantiated

at time t, which is encoded in implication 10.
Droplet mix modeling: The mix operation takes two

droplets as input, mixes them for a predefined number of
cycles and generates two mixed droplets of equal size. A mixer
can only be considered to be instantiated when both the input
droplets reach the desired mixing location.

Consider the instantiation of a mixer m ∈ IDmixer

which receives its input droplets i1, i2 from locations
(x1, y1), (x2, y2) respectively. After running for tm cycles,
the mixer m generates the output droplets o1 o2 on the same
locations (x1, y1),(x2, y2) respectively. The two input droplets
i1 and i2 disappear as soon as mixer m is instantiated. Fig. 8
shows the instantiation and termination of a 1 × 4 mixer.
Therefore, the instantiation of mixer m can be encoded as

i1 i2

Mixer instantiation

o1 o2

Mixer termination

m m

Mixer running

Fig. 8. Instantiation, running, and termination of a 1×4 mixer m with input
droplets i1, i2 and output droplets o1, o2

follows. For 1 ≤ t ≤ T − tm + 1,

cti1(x1, y1) ∧ cti2(x2, y2) =⇒
∧(t+1≤t′≤t+tm+1) c

t′

m(x1, y1) ∧ ct
′

m(x2, y2)

∧ ¬ct+1
i1

(x1, y1) ∧ ¬ct+1
i2

(x2, y2)

∧ ct+tm+2
o1 (x1, y1) ∧ ct+tm+2

o2 (x2, y2) (10)

Note that the left hand side of the implication denotes the
existence of the two input droplets (that are to be mixed) on
the desired mixing location at time instant t. This implies the
instantiation of the mixer during [t + 1, t + tm + 1] and the
disappearance of the input droplets at t + 1 and creation of
the output droplets at the end of mixing i.e., at t+ tm + 2.

C. Solving the problem
Before passing the set of constraints to a SAT-solver, we need
to enforce dispensing of input droplets, instantiation of mixers
and dispensing of output/waste droplets to the output/waste
reservoirs. In the case of mixer instantiation, we need to ensure
that both the input droplets of a mixer arrive at the mixing
location at a time step t during the execution of the bioassay.
Hence, for each m ∈ IDmixer, presence of its two input
droplets im1 , im2 on (xm

1 , ym1 ), (xm
2 , ym2 ) at a time step t ensures

instantiation of m. Therefore, ∀m ∈ IDmixer∑
1≤t′≤T−tm+1

ct
′

im1
(xm

1 , ym1 ) ∧ ct
′

im2
(xm

2 , ym2 ) = 1 (11)

The above clauses represent the fact that two input droplets of
each mixer appear in the mixing locations exactly once during
the assay period. This implies the instantiation of the mixer,
which is modeled with implication 10 stated above. Moreover,
for ensuring proper dispense operations to the output and waste
reservoirs, we enforce that at the end, i.e. at time instant t = T ,
no droplet should be present on any cell on the DMFB grid.
This constraint can be modeled by ensuring no output/waste
droplet on its routing path. For all output and waste droplets i
with its routing path Pi, let (xi

e, y
i
e) denote the last cell of Pi

which is the dispense location corresponding to output/waste
reservoir. Hence, for all output/waste droplets i,

∧
∀i

¬cTi (xi
e, y

i
e) (12)

Algorithm 1 summarizes the proposed SAT modeling for a
given assay time T .

Algorithm 1: genSAT (T )

Input: T : Assay time
Output: ψ: SAT instance that can schedule assay within T time steps

on enhanced DMFB
Create Boolean variables and add to ψ;1
Add consistency and fluidic constraint clauses to ψ;2
Add droplet movement and mixing clauses to ψ;3
Add mixer instantiation clauses to ψ;4
Enforce flushing of all droplets at T and add to ψ;5

return ψ;6

V. HANDLING GEOMETRIC CHANGES

In the previous subsection, we have addressed the possible mi-
gration problems that may arise when performance parameters
of a given DMF platform are upgraded, and discussed a SAT-
based instruction-rescheduling solution. However, the new
biochip may have a different geometrical layout of physical
resources, or it may contain some additional resources such
as reservoirs and sensors. Without any loss of generality, we
assume that in the enhanced platform (dimension: rn × cn),
resources such as the reservoirs, sensors or operational area
(in both X and Y dimensions), either increase in number
or in size (or remain the same) compared to the old chip
(dimension: ro × co). However, their relative locations may
change. Although in geometric-migration, our objective is to
execute the existing bioassay on the new platform, different
placement of physical resources (sensors, reservoirs) in the
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Fig. 9. (a) Existing DMF platform (b) Violation of routing path and placement
(c) Preservation of routing (d) Preservation of routing and placement

new DMFB prevents precise emulation. Hence, we identify
a sub-grid of size (ro × co) in the new DMFB, where the
old chip can be emulated by preserving most of the existing
routing and placement solutions. The initial sub-grid can be
chosen as an isothetic rectangle of size (ro × co) containing
the minimum number of obstacles (physical resources) in the
new DMFB. Note that such sub-grid can be located on the
new DMFB in O(n log n) time [47], where n is the number
of obstacles. If multiple sub-grids that contain the minimum
number of obstacles are found, we choose the one that is likely
to reduce the total re-routing and re-placement overhead, as
explained below. Note that mixer re-placement overhead is
much higher than re-routing since in addition to finding a place
the mixer, we need to determine the routing paths to and from
the mixer. We assign a cost c ∈ Z+ for each routing path
that needs to be re-routed and 4c+ c = 5c for each relocated
mixer (4c for re-routing four input-output droplet-paths, and
c for finding new location for the mixer). In our experiment
we choose c = 1, for reducing the total number of re-routing
and re-placement on the new chip. Example 7 explains this
selection strategy in more detail.

Example 7. Fig. 9(a) shows an existing synthesis solution
on a 5 × 4 DMFB, and Figs. 9(b)-(d) show its emulation on
a 6 × 6 DMFB with different choices of the initial sub-grid.
Note that mixer cells are highlighted and a cell marked with ×
represents an obstacle. Reservoir assignment can be done after
choosing the initial sub-grid (detailed discussion provided in
Section V-A). Due to the presence of two obstacles, the choice
of the sub-grid in Fig. 9(b) causes both routing and placement
violations when the old solution is emulated. Note that there
exist three different 5 × 4 sub-grids on a 6 × 6 DMFB (two
of them are shown in Fig. 9(c)-(d)) that contain only one (in
this case, minimum) obstacle. The choice of sub-grid shown
in Fig. 9(c) needs two re-routing, i.e., the cost is 2∗c, whereas
Fig. 9(d) does not require any re-routing or re-placement, i.e.,
the cost is 0. Hence, the sub-grid shown in Fig. 9(d) is chosen
for emulating the existing synthesis on the new chip. �

For a given choice of sub-grid, the migration problem has the
following three subproblems: (i) reservoir assignment, (ii) re-
routing of droplet pathways, and (iii) re-placement of virtual
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(b)
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Output cell

Fig. 10. (a) Existing DMF platform (b) Enhanced DMF platform after
reservoir assignment (c) Weighted bipartite graph

resources such as instantiation of mixers. We discuss these
problems in details below.

A. Reservoir assignment
Given a sub-grid on the enhanced DMF platform, we need
to reassign the input and output reservoirs so that the total
length of routing paths between reservoirs and input/output
cells of the sub-grid is minimized. Fig. 10(a) and Fig. 10(b)
highlight the input/output cells on the new and old platforms,
respectively. Our objective is to find a shortest-path routing of
the droplets from reservoirs to the input/output cells of the sub-
grid using the unused cells on the new chip only. We formulate
this problem in terms of matching in a weighted bipartite
graph [48]. Construct a weighted bipartite graph G(V,E),
(V = V1 ∪ V2 and E = V1 × V2), where V1(V2) is the set of
reservoirs in the existing DMF platform (enhanced platform).
Note that an edge e = (v1, v2), where v1 ∈ V1 and v2 ∈ V2,
denotes the assignment of reservoir v1 of the old chip to
reservoir v2 of the new chip. The weight assigned to each
edge (v1, v2) indicates the total length of all routing paths of
the droplet(s) that was(were) dispensed to(from) the reservoir
v2 on the new platform. For example, let us assume that two
droplets are dispensed from v1 in the old assay, and v2 is the
corresponding reservoir on the new chip. Let the length of
routing paths (using only unused cell of the new chip) from
v2 to the input cells of the sub-grid on the new chip be l1
and l2 respectively. Then w(v1, v2) = l1+ l2. Note that in the
presence of obstacles in the new chip, a routing path may not
exist through the unused cells alone. In such cases, a large
cost is assigned to (v1, v2), since we need to re-route droplets
using the cells from the sub-grid. Once G is constructed, a
minimum-cost bipartite matching gives the desired reservoir
assignment. The following example illustrates the procedure.

Example 8. Let us consider an existing DMF platform of
size 5 × 4 along with synthesis results shown in Fig. 10(a).
The enhanced DMF platform of dimension 6 × 6 and a sub-
grid of size 5 × 4 are also shown in Fig. 10(b), where the
entry and exit points to the sub-grid are highlighted and
marked with black dots. The unused cells on the new chip are
shaded. We construct a weighted bipartite graph (Fig. 10(c))
for assignment of reservoirs. Note that the old (new) plat-
form has 4 (6) reservoirs. Hence, V1 = {S,B,O,W} and
V2 = {R1, R2, . . . , R6}. Few edges along with their weights
are shown in Fig. 10(c). Note that w(B,R3) is 2, which
corresponds to the total path length for two buffer droplets.
However, w(S,R6) is 5 because only one sample droplet is
transported through five electrodes. A minimum-cost matching
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Fig. 11. (a) Enhanced DMFB after reservoir assignment (b) Combined
snapshot of the new chip during the time interval [1, 3] (b) Combined snapshot
of the new chip during the time interval [8, 13] (d) Enhanced DMFB after
re-routing of obstructed paths

is shown using bold edges on Fig. 10(c), which provides
the desired reservoir assignment that minimizes input/output
droplet-routing time. �

B. Re-routing
In this subsection, we discuss obstacle-avoidance droplet rout-
ing techniques between a pair of source and destination cells.
Initially, a heuristic routing technique is applied for finding an
obstacle-avoidance droplet routing path of a droplet from its
source to its destination. When routing paths in the old chip are
mimicked into the new sub-grid, re-routing of some of them
may become necessary due to the presence of the obstacle(s)
on the routing path. Moreover, droplet transportation between
reservoirs and the sub-grid may require re-routing.

Example 9. Consider Fig. 11(a), which shows the emulation
of the old synthesis solution on a (5 × 4) grid-size (Fig. 1
and Fig. 2) on the enhanced DMF platform with obstacles
(C = {(1, 2), (2, 2), (4, 1), (5, 6)}). Note that the two droplet-
paths from the sample reservoir (P1) and buffer reservoir (P2)
are obstructed as the cell (2, 1) is occupied by an obstacle on
the new chip. However, the other paths remain unchanged. We
need to re-route the paths P1 and P2. �

Let us assume that we need to re-route a routing path Pi

that transports droplet i from its source location (xi
s, y

i
s) to its

destination cell (xi
e, y

i
e). We emulate the old synthesis solution

on the sub-grid of the new chip. Therefore, for each time
instant, a snapshot of DMFB can be found from the existing
actuation sequence by simulating it on the predefined sub-
grid of the new chip. Moreover, the lifetime of each droplet
(time interval between creation and deletion of a droplet) is
known. Let for droplet i, its lifetime is [tis, t

i
e]. For re-routing

of droplet i, we can combine DMFB snapshots of the new
chip between [tis, t

i
e] and find the cell usage. Additionally, the

cells corresponding to routing cells of droplet i are removed
from the combined snapshot. A shortest path between (xs, ys)
and (xe, ye) can be used as new routing path of droplet i.

Example 10. Consider Example 9, where the starting location
of routing path P1 i.e., (2, 2) on the sub-grid of the new

chip is obstructed. Hence, we need to re-route the droplet
from the sample reservoir (2, 1) to destination cell (4, 2).
Moreover the lifetime of the droplet (id = 1) is tinit = [1, 3]
and the combined snapshots on the old DMFB is shown in
Fig. 2(a). Fig. 11(b) shows the combined snapshot of the old
synthesis on the sub-grid of the new chip during the time
interval [1, 3]. The new routing path for droplet 1 becomes
P1 = {(2, 1), (3, 1), (3, 2), (4, 2)}. In case of re-routing of
P2, the combined snapshot is shown in Fig. 11(c), which is
generated from the snapshots of the old synthesis (Figs. 2(c)-
(e)) on the new chip during the time interval [8, 13]. The re-
routed path and the complete re-routing on the new platform
are shown in Fig. 11(c) and Fig. 11(d), respectively. �

The proposed heuristic re-routing technique may fail if
there does not exist any path from (xi

s, y
i
s) to (xi

e, y
i
e) on the

combined snapshot. In this case, we re-route the routing path
of droplet i using the SAT-based routing technique. Given a
set of obstacle cells O in the sub-grid, we modify the clauses
representing the routing paths as given in Section IV-B for
obstacle-free movement [41] of a droplet i ∈ IDdroplet from
its source (xs, ys) to its destination (xe, ye). Note that the
constraints (1)−(5), described in Section IV-B, restrict droplet
movement on its routing path. We relax the clauses so that
a droplet can move to any of its four-neighborhood cells
avoiding obstacles, or remain at its location. Moreover, the
routing path can use any cell on the new DMF platform. Let
the dimension of the new DMF platform be (rn×cn). In order
to implement obstacle-free movement for droplet i, we define
Boolean variables cti(x, y), where 1 ≤ t ≤ T , for all obstacle-
free cells (C) in the new DMFB, i.e., (x, y) ∈ C, where C =
({1, 2, . . . , rn}×{1, 2, . . . , cn})\O. Additionally, constraints
(3) − (4) are replaced by the following constraints to ensure
obstacle-free movement of i. Thus, for (x, y) ∈ C \{(xi

s, y
i
s)},

cti(x, y) =⇒
∨

(x′,y′)∈{(x,y)}∪(N4(x,y)∩C)

ct−1i (x′, y′) (13)

where 1 ≤ t ≤ T.

Moreover, the consistency and fluidic constraints (Sec-
tion IV-B) need to be modified.

C. Re-placement
Re-placement of virtual resources (e.g., mixers) are necessary
when a mixing location on the sub-grid of the enhanced chip
contains one or more obstacles. Furthermore, when a mixer in
the sub-grid needs to be relocated, it is necessary to modify
the corresponding routing operations depending on the mixer
location. Given the architectural description of the old chip
and the actuation sequence, it is easy to identify which mixing
operations and its corresponding routing operations need to be
modified. We present below a heuristic re-placement technique
that helps to mitigate the overhead of exact synthesis [28] for
mixer re-placement.

Let M1,M2, . . . ,Mn be n mixers instantiated during the
assay operations. Let the start and end time of Mi be ts(Mi)
and te(Mi), respectively. Out of n mixers, let k of them be
replaced, i.e., Mi1 ,Mi2 , . . . ,Mik where ts(Mi1) ≤ ts(Mi2) ≤
. . . ≤ ts(Mik). Assume that mixers Mi1 ,Mi2 , . . . ,Mij−1
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are already processed, and we need to relocate Mij , where
ij ≤ ik. As discussed in the re-routing step of geometric
migration, we can combine DMFB snapshots of the new chip
between [ts(Mij ), te(Mij )] for finding the used cells during
the concerned time interval. Additionally, the cells correspond-
ing to mixer Mij location and its incoming and outgoing
droplet paths are removed from the combined snapshot. Note
that the unoccupied cells in the combined snapshot can be
used for replacing of Mij . Next, a maximal-empty-rectangle
(MER) that can accommodate Mij is determined for relocating
Mij . All MERs in such an environment can be identified
using a plane-sweep technique in O(n log n +R) time [49],
where R is the number of reported MERs and n is the
number of blocked cells. In the unlikely event when no such
MER is found, relocation of Mij is performed by invoking
exact synthesis [28]. The outline of the mixer re-placement
technique is summarized in Fig. 12. The remaining mixers are
processed in a similar fashion. Note that an MER-based mixer
re-placement strategy can reduce the number of mixers to be
relocated, and effectively reduce the performance bottleneck
in remapping the assay on the new chip. Let us consider the
following illustrative example.

(ro == rn)

(co == cn)
&

?

Determine a location
on the new chip for an
(ro × co) rectangle that
contains minimum
number of obstacles
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Fig. 14. Overall flow for the technology-change process on DMFB.

Example 11. Consider the input sequencing graph and its
synthesis result for a 5 × 4 DMFB as shown in Fig. 13(a)
and Fig. 13(b), respectively. A new DMFB of size 6 × 6
along with a 5 × 4 sub-grid, where the existing synthesis
(Fig. 13(b)) is deemed to be emulated, is shown in Fig. 13(c).
Note that after reservoir assignment, the emulation of entire
assay cannot be completed as one of the cells in mixer M2

is occupied by an obstacle. Hence, we need to relocate M2

and re-route its incoming and outgoing droplets (mixer M2

and its corresponding droplets are shown as a subgraph of
the sequencing graph in Fig. 13(a)). The combined snapshot
during [ts(M2), te(M2)] along with obstacles is shown in
Fig. 13(d). Fig. 13(e) shows an MER where mixer M2 and
its input/output droplet paths are relocated. �

The outline of the full migration flow is shown in Fig. 14.

VI. EXPERIMENTAL EVALUATION

We implement the proposed methodology using Python 2.7.
Clauses are represented using a Python library Z3Py that can
handle the logic for cardinality constraints using the SMT
solver Z3 [34]. As an implementation platform, we have used 2
GHz Intel Core i5 workstation with 16 GB of memory running
64 bit Ubuntu 14.04 LTS.

In our experiments, we consider 36 variants of six bioassays
to be run on enhanced-DMFBs of different sizes. We assume
that the old actuation sequence and the layout descriptions are
known. Table III provides the attributes of several benchmarks
that we have used, the size (in terms of the number of different
operations) of their corresponding sequencing graphs, as well
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TABLE III
BENCHMARK ASSAYS USED IN EXPERIMENT

Assay name
Number of assay operations

#routing paths Length of the
critical path Old chip size #new chips

considered
#cycles in old
synthesisInput Mix-split Detection Output

A1. In-vitroa[37] 8 4 4 8 16 16 6× 6 2 40
A2. Dilution using REMIA [9] 4 5 0 4 14 35 5× 5 2 55
A3. Linear dilution [50] 8 11 0 8 30 47 8× 13 2 70
A4. Protein [37] 12 11 2 12 34 51 6× 6 2 82
A5. PCR mixture [51] 8 7 0 7 22 40 8× 15 2 62
A6. PCR mixture droplet streaming [51] 13 15 0 13 43 48 8× 15 2 150

a we have considered 2 input samples and 2 reagents
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Fig. 15. (a) Sequencing graph of in-vitro multiplexed assay (b)-(c) synthesis
results on an existing DMFB of dimension 6 × 6 (c) proposed solution for
handling technological changes (sensor relocation) on a new DMFB

as the grid-size on which the tasks were realized.

A. Comparison of the proposed technique with exact synthesis
In the first set of experiments, we consider two bioassays
(first two assays in Table III) with a simple set of assay
operations, and perform several experiments for demonstrating
parametric and geometric migration of the existing assays
on some representative new platforms with a set of arbitrary
technology changes. We illustrate a complete migration flow
for the in-vitro assay [37]. The sequencing graph extracted
from the existing synthesis result is shown in Fig. 15(a)
along with the id assignment for each droplet and mixer.
The synthesis outcomes (routing path, mixer placement and
detector assignment) on the existing DMFB for the first two
subgraphs and last two subgraphs in Fig. 15(a) are shown in
Fig. 15(b) and Fig. 15(c), respectively, where t denotes the
time steps in the existing actuation sequence. We consider a
new platform (Fig. 15(d)) on which the position of a sensor
is changed (e.g., previously it was on (1, 3) but now it is
relocated to (3, 3)), and the clock frequency is increased

by 2X, i.e., the number of mixing and detection cycles are
doubled. Note that the path of droplet id = 4 i.e., P4 needs to
be re-routed through the new sensor location (3, 3) on the
new platform. The modified routing path obtained by our
re-routing technique (Section V-B) is shown in Fig. 15(d).
Moreover, we need to relocate mixer M3 along with its
associated four routing paths, as the corresponding mixing
cell is occupied by the sensor on the new chip. A MER-based
re-placement technique is used (Section V-C) to determine
the new position of the mixer as shown in Fig. 15(e). After
re-placement of M3, we need to re-route the routing paths
for droplets with id = 9, 10, 11, 12. The desired re-routing
is shown in Fig. 15(d). Note that only five routing paths
(out of sixteen) and only one mixer (out of four mixers)
need to be relocated while handling geometric-changes in the
new platform. After such incremental re-routing and mixer
re-placement, we need to update the performance parameters
(mixing time, detection time) as applicable to the new platform
and perform parametric-changes (adapting with higher clock
frequency) for obtaining the new actuation sequence. Table IV
reports comparative results for the proposed technique and
exact synthesis [28] for different DMF platforms. The results
show the advantages of the proposed migration technique
over exact synthesis in terms of CPU-time while giving a
small penalty in the the number of cycles. The first row of
Table IV does not consider any enhancement on the new chip.
Nevertheless, it can speed-up the existing actuation sequence;
note that old actuation takes 40 cycles, whereas our solution
requires 30 cycles. As the proposed technique reduces assay-
completion time for a given placement and routing, this can
be as a fast optimizer for actuation codes as well.

Consider the highlighted row in Table IV; let each mix-
ing(detection) operation takes 4(2) cycles in the existing
synthesis, respectively. An exact synthesis tool [28] finishes
the input bioassay within 32 time steps (#cycles), which is
minimum on the enhanced platform. Note that in the new plat-
form, mixing and detection cycles need to be doubled because
of the increase in the clock frequency by 2X. However, our
proposed migration technique modifies the old assay to execute
it correctly on the new platform within 35 time steps.

We have also compared the exact synthesis method [28]
with our proposed method for the sequencing graph produced
by the REMIA [9] dilution algorithm. The detailed experimen-
tal setup including input sequencing graph, existing routing
path, mixer placements, and new DMFBs can be found in [52].
As evident from Table IV, the proposed migration method
outperforms the exact synthesis method [28] for 12 test cases
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TABLE IV
COMPARATIVE RESULTS OF THE PROPOSED TECHNIQUE WITH EXACT SYNTHESIS [28]

Parametric enhancement

Assay
Clock frequency

New chip size
Exact synthesis [28] Proposed

(fclock) CPU time #cycles #vars CPU time #cycles #vars

A1.
1 Hz

6× 6
2250 sec. 26 19240 32 sec. 30 1800

2 Hz 2908 sec. 32 23680 33 sec. 33 2160

A2.
1 Hz

5× 5
1359 sec. 42 20454 63 sec. 47 2538

2 Hz 3875 sec. 62 30194 102 sec. 67 3618
Geometric enhancement

Assay fclock

New DMFB Corrections Exact synthesis [28] Proposed

Dimension #Obstacles Reservoir
assignment

Re-routing
Re-placement CPU time #cycles #vars CPU time #cycles #vars

#paths SAT-based?

A1.
1 Hz 6× 6 2 × 5 × 1 2100 sec. 25 18500 26 sec. 26 1508
1 Hz 7× 7 3 X 12 × 0 3358 sec. 27 27000 33 sec. 30 2100

A2.
1 Hz 6× 6 0 X 0 × 0 4180 sec. 40 27680 78 sec. 50 2900
1 Hz 6× 6 1 X 3a X 0 3230 sec. 40 26920 320 sec. 50 7000

Parametric and geometric enhancement

Assay fclock

New DMFB Corrections Exact synthesis [28] Proposed

Dimension #Obstacles Reservoir
assignment

Re-routing
Re-placement CPU time #cycles #vars CPU time #cycles #vars

#paths SAT-based?

A1.
2 Hz 6× 6 2 × 5 × 1 2940 sec. 32 23680 32 sec. 35 2030
2 Hz 7× 7 3 X 12 × 0 5385 sec. 33 33000 46 sec. 42 2940

A2.
2 Hz 6× 6 0 X 0 × 0 9967 sec. 60 44400 107 sec. 70 4060
2 Hz 6× 6 1 X 3a X 0 9658 sec. 60 43200 587 sec. 70 9800

a SAT based re-routing is used for all three paths

TABLE V
PERFORMANCE SUMMARY

Parametric enhancement

Assay
Clock frequency

New chip size
Stall insertion Proposed

(fclock) (#cycles) CPU time #cycles #vars Speedup

A3.
1 Hz

8× 13
70 165 sec. 51a 7700 27.14%

2 Hz 102 251 sec. 71 10720 30.39%

A4.
1 Hz

6× 6
82 181 sec. 58a 7250 26.82%

2 Hz 110 251 sec. 84 10500 23.63%

A5.
1 Hz

8× 15
62 93 sec. 47a 5734 24.19%

2 Hz 86 152 sec. 63 7686 26.74%

A6.
1 Hz

8× 15
150 657 sec. 74a 18324 50.66%

2 Hz 182 917 sec. 98 24460 46.15%
Parametric and geometric enhancement

Assay
New DMFB Corrections Proposed (fclock = 1Hz) Proposed (fclock = 2Hz)

Dimension #Obstacles Reservoir
assignment

Re-routing
Re-placement CPU time #cycles #vars CPU time #cycles #vars

#path SAT-based?

A3.
8× 13 1 X 3 × 0 98 sec. 51 6986 231 sec. 71 9726
8× 13 2 X 7 × 1 120 sec. 51 7190 222 sec. 71 10010

A4.
6× 6 2 × 5 × 1 277 sec. 60 7610 354 sec. 86 11094
8× 8 2 X 2 × 0 605 sec. 63 10016 1404 sec. 89 14150

A5.
10× 17 0 X 0 × 0 100 sec. 50 6950 123 sec. 66 9174
8× 15 1 × 8 × 2 77 sec. 47 5734 128 sec. 63 7686

A6.
8× 15 2 × 5b X 1 7105 sec. 72 34200 8472 sec. 96 45600
10× 17 3 X 5 × 1 720 sec. 76 19760 1019 sec. 100 26000

a used as code optimizer; b two paths are re-routed using SAT based re-routing technique

in terms of both CPU-time and the number of variables used,
though it pays a small penalty in terms of the number of cycles
in assay-completion time.

B. Scalability evaluation
In order to study the scalability and performance of the

proposed method, we run our experiments on 24 additional test
cases of real-life biochemical protocols (Table V) for which an
exact synthesis approach [28] fails to produce solutions within
reasonable time limits. The details of experimental set-up such
as sequencing graphs, routing paths, mixer placements, detec-
tor assignments for both the old and enhanced architectures
can be found in [52]. For parametric-changes, we have con-
sidered changes in actuation rate, detection time, mixing (de-
tection) cycles. The first part of Table V demonstrates that the

SAT-based instruction-reordering technique outperforms the
baseline stall-insertion strategy. In order to handle geometric-
changes, we may need to perform re-placement, rerouting, and
reservoir assignment as described in Section V. The second
part of Table V shows that the proposed algorithms can
tackle geometric-changes quite satisfactorily even for large-
size target architectures. Note that the CPU-time increases only
for a few cases where a SAT-based engine had to be invoked
to solve the re-routing problem during geometric-migration.

VII. CONCLUSION

We propose an automated migration technique for adapting
an existing bioassay to an enhanced DMF platform. We show
that prior synthesis results can be effectively utilized to incre-
mentally construct the modified actuation sequence, instead
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of running an expensive resynthesis procedure for the new
architecture. We utilize the deductive power of Boolean sat-
isfiability solvers to handle parametric and geometric changes
in the new DMF platform, so that existing bioassays can be
adapted quickly. To the best of our knowledge, no technique
has been reported that can perform such incremental migration.
Until now, resynthesis was the only way to address migration
issues. Moreover, our experimental results establish the scal-
ability of the proposed technique on a number of test cases.
This research may open up further avenues in the context of
technology-change for microfluidic biochips. One challenging
problem in this area is to characterize the technology-changes
that can be handled by an incremental migration approach.
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